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abstract 
 
 

Two model dynamics are considered, continuous  
and discrete. Results of both indicate, that the state  
with all relations friendly ς a paradise ς is as (un)probable  
as any other balanced state (P= 21-N). 
 



Removal of cognitive dissonance:  examples 

 - a scientific  conference:  intellectual  atmosphere.  Suddenly somebody shouts.  
We start to observe  each other: are they surprised? Is it really a lecture? 

A. - Good morning. 
B. - What  you mean ōȅ αgood morningέΚ 
A. - Are you OK? 
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αStatesmen  should, above all, have the ability  
to  distinguish between friends from enemiesέ 
     [Irving Kristol] 

.. own goal Χ 



In each balanced state,  

a complete graph of N nodes  
is divided  
into two  

internally friendly  
and mutually hostile parts:  

all links within each part are αҌέΣ  
and  

all links between the parts are α-έΦ 

Z. Wang and W. Thorngate, JASSS  (2003) 

1914 
according to  

T. Antal,  P.L.Krapivsky, S. Redner,   
Physica D (2006)  



The cognitive dissonance is removed if:  

- a friend of my friend is my friend, 
- a friend of my enemy is my enemy, 
- an enemy of my friend is my enemy, 
- an enemy of my enemy is my friend. 

αparadiseέ 



The continuous dynamics 
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N=3: 



How many trajectories end : 
 - at the paradise state (+1,+1,+1)? 
 - at any other balanced state? 
   
       P(+1,-1,-1)     P(-1,+1,-1)     P(-1,-1,+1)    P(+1,+1,+1) 
 
(x<0,y<0,z<0) ­        1/24        1/24    1/24         0 
 
(x>0,y<0,z<0) ­         1/8          0                     0                      0 
(x<0,y>0,z<0) ­           0        1/8                   0                      0 
(x<0,y<0,z>0) ­           0          0                    1/8                   0 
 
(x>0,y>0,z>0) ­           0          0                      0                   1/8 
 
(x>0,y>0,z<0) ­  a/8         a/8        0             (1-2a)/8      
(x>0,y<0,z>0) ­  a/8          0               a/8          (1-2a)/8 
(x<0,y>0,z>0) ­   0         a/8        a/8          (1-2a)/8 



b ¹ 1-2a = ? 

example:  those which start at (x>0,y>0,z<0)   

Invariant planes:   if a trajectory starts there, it stays there.  
   Hence, a trajectory cannot  go through it. 

If   z+x = 0, then  0)()1(])(1[ 22 =--+--=+ xyxxyxxz ##

If   z+y = 0, then  0)()1(])(1[ 22 =--+--=+ yxyxyyyz ##

Hence b is the volume above the planes  z=-x, z=-y :  
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The Constrained Triad Dynamics* 
   [*T. Antal, P. Krapivsky, S. Redner, PRE (2005)] 

 α9ƴŜǊƎȅέ 
 
 

A. select a random link and change its sign if U decreases 
B. Repeat  step A 

Here:  
 
a) form a network of all possible states of the fully connected graph 
b) assign  U to each state, and weight w to each pair of nodes: w(U,UΩύ 
c) compress**  the network, grouping nodes (states) into classes. 
     All nodes (states) in the same class have the same probability. 
  [**M. J. Krawczyk, Physica A (2011)] 
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The compression procedure: N=3 

N=3 nodes 
L=N(N-1)/2 = 3 links 
2L  =  8 states 
2 classes 



The compression procedure: N=4 

N=4 nodes 
L=N(N-1)/2 = 6 links 
2L  =  64 states 
3 classes 


